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Abstract-Frequent Itemset Mining (FIM) become an important subfield of data mining. FIM is a process of 
extracting or discovering hidden, unknown and interested patterns from a collection of transactions of a customer 
database. Initially, it was designed for Market Basket Analysis to discover a group of items which are exhibiting 
the same behavior means that appearing frequently together. Though it was designed for Market Basket 
Analysis, it became as popular and used as a general task for finding a group of attribute values that are 
occurring together frequently. Thus, it led to the many applications like web click, recommending products; e-
learning, text mining, bio-informatics and stream analysis. This paper discusses survey of itemset mining that 
includes introduction, techniques, research advances and opportunities in the field. The problem statement of 
itemset mining is presented, and approaches for mining itemset mining is also provided, as well as characteristics 
and limitations are also presented. In addition to that, extensions to the itemset mining is also presented such are 
closed, Maximal, rare itemset and high-utility itemset mining.  And also discusses the opportunities in the field 
of data mining. 
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1. INTRODUCTION 

Data mining is an important task in Knowledge 

Discovery in Database (KDD) as shown in Fig1. The 

main goal of the data mining is to predict the future by 

analyzing or understanding the past data. Several 

techniques used in data mining, which contains 

designing a model that can predict the future such as 

Neural networks, discovering patterns in the data 

which are useful and hidden that are understand by 

humans. Approaches for discovering patterns can be 

classified as the type of the patterns they discover. 

And some of the patterns are itemsets, clusters, 

outliers and trends. This paper focuses only on 

discovery of itemsets in transactional database.  

The process of discovering itemsets in database is 

called Frequent Itemset Mining (FIM), which was 

introduced by Agrawal and Srikanth in 1993 [1]. It is 

defined as follows, for a given set of customer 

transactions, FIM derives group of items that are 

appeared frequently together known as large itemsets 

that are used in finding the association between items 

called as Association Rule Mining (ARM) [1,2, 16]. 

Association between itemsets helps the store manager 

to take strategic decisions for enhancing the sale. 

 
Fig 1: KDD [11] 

 

 

Initially FIM was introduced to derive large 

itemsets in a database of customer transactions, which 

consists of set of transactions that are recorded with 

attribute values. Thus, FIM is a task is used to 

discover attribute values that are appearing frequently 

together in the database. It had led to the many domain 

applications where the attribute values are recorded as 

a transaction. For example, network traffic analysis, 

gene analysis in bio informatics, Analyzing customer 

reviews as Text Mining, Recommendation systems, 

malware detection, Activity monitoring. FIM has been 

extended to discover correlated patterns, ordered 

patterns in sequences and rare patterns. 

In this paper, firstly, we address FIM problem 

statement, then main techniques employed, and then 

extensions that cause new problems. 

2. FREQUENT ITEMSET MINING 

The problem of FIM is formally defined as follows 

[Agarwal 94]. Let I = {i1, i2, …, im} be an itemset that 

contains a set of symbols. D be a transaction database 

{T1, T2, T3, … ,Tn} of transactions Tq such that each 

transaction Tq⊆ I(1 ≤ q ≤ m) is a set of distinct items, 

and each transaction is associated with a unique 

identifier called its Transaction Identifier (TID). For 

example, consider the transaction database TDB 

shown in Table 1. TDB contains five transactions, 

where each transaction is recorded with the item 

names I1, I2, I3, I4 and I5. An itemset X is a set of 

items such that X ⊆ I. The notation |X| denote the 

cardinality or the number of items in an itemset X. 

The notation k-itemset denotes the length of itemset 

whose length is k. The goal of itemset mining is to 
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derive interesting itemsets in a TDB, which is used to 

derive interesting associations between items. 

 

Table 1. A sample Transaction Database (TDB) 

 

Transaction ID List of item IDs 

1 I1, I2, I5 

2 I2, I4 

3 I2, I3 

4 I1, I2, I4 

5 I1, I3 

6 I2, I3 

7 I1, I3 

8 I1, I2, I3, I5 

9 I1, I2, I3 

 

In general, in itemset mining, various measures 

can be used to find the interestingness of patterns. In 

FIM, support is the interestingness measure which is 

used widely. The support of an itemset X in a database 

TDB is denoted as sup(X) and defined as the number 

of transactions are containing X, that is sup(X) = |{Tk 

⊆Tk ^TkϵTDB}|. For example, the support of the 

itemset {I1, I2} is 4 because this itemset appears in 

two transactions T1, T4, T8 and T9. Support of an 

itemset is also defined as a ratio. This definition called 

the relative support is rSup(X) = sup(X)=|TDB|. For 

example, the relative support of the itemset {I1, I2} is 

0.44. The itemset X is said to be frequent if its support 

is no less than the minsup which is given by the user 

(user threshold value). The goal of FIM is to derive 

such kind of frequent itemsets in TDB w.r.t minsup. 

For example, if you consider the transactional 

database shown in Table 1 and minsup is 2, FIM task 

is to find the itemsets whose occurrence is at least two 

transactions and the result is {I1}:6, {I2}:7, {I3}:6, 

{I4}:2, {I5}:2, {I1,I2}:4, {I1,I3}:4, {I1,I5}:2, 

{I2,I3}:4, {I2,I4}:2, {I2,I5}:2, {I1,I2,I3}:2 and 

{I1,I2,I5}:2. 

The general and Naïve approach of FIM task is to 

consider all the possible combinations and then result 

the itemsets whose support is greater than or equal to 

the minsup given by the user. It is required to 

enumerate all the patterns that lead to a huge search 

space. Hence such kinds of approaches are inefficient, 

because, 2m-1 possible combination are required for 

m items. If TDB contains 100 items, then the possible 

number of itemsets in search space is 2100-1. Hence it 

is difficult to handle many itemsets. It is necessary to 

design efficient approaches that explore less search 

space and less time for discovering itemsets in TDB. 

Several algorithms have been proposed for FIM. 

Most of them are Apriori [1], FP-Growth [12], 

Eclat[38], LCM [34] and H-Mine [23]. All the 

mentioned algorithms have the same input and output, 

but they differ from the following. 1. Strategies: 

whether they use candidate generate and test based 

approach or Tree based approach 2. Type of the data 

structure that they used to keep the itemset 

information. 3. Counting mechanism for finding the 

support of itemset.  

The rest of the paper is presented as follows, first 

we discuss Strategies in FIM, then discuss various 

techniques proposed for FIM. Strategies in FIM: 

Most of the FIM techniques follow either Breadth-

first or Depth-first search (BFS/DFS) for exploring 

frequent patterns with in the search space. Another 

name for breadth-first search is Level-wise algorithm, 

which follows the exploration of the itemsets at level 

by level. BFS explores the search space by 

considering 1-length then 2-length and K-length. It 

uses Hash diagram to represent search space. In 

addition to that, some optimizations are introduced in 

various algorithms such as Apriori and its extensions. 

Second one is, depth-first search, starts from 1-length 

and generates large itemset by appending item to the 

current itemset in a recursive manner. 

From the above discussion, to reduce the search 

space, pruning strategies are used in FIM. One of the 

pruning technique is, for any itemsets X and Y such 

that X ⊂ Y, then it follows that sup(X) ≥ sup(Y ). 

Thus, it is implied that if an itemset support is less 

than minsup means that it is infrequent, then all of its 

supersets also infrequent. This property is called 

down-ward closure property or anti-monotonicity or 

Apriori property. 

3. APRIORI [1] 

It is the basic algorithm in FIM, which takes input 

as minsup and database that is represented transactions 

in horizontally, output as frequent itemsets. Apriori 

follows level wise approach in which maintains all 

possible combinations and then result the itemsets 

whose support reaches minsup. Apriori scans database 

TDB once to find the cumulative support of 1-itemset. 

It uses the same information to identify the 1-length 

frequent itemset F1. Then apriori uses breadth first 

search to find next length large frequent itemsets. And 

it uses k-1 length frequent itemsets to generate the 

possible frequent itemsets length Ck. It uses the 

following procedure for generating CK, Let say 

{I1,I2} and {I1,I3} are two frequent 2-itemsets, it 

combines into a single possible 3-itemset iff they share 

common k-1 length items. For that example, it 

generates {I1,I2, I3} 3-itemset. To avoid unnecessary 

itemsets, it checks whether (k-1) subsets of K are 

frequent or not, if they are considered, otherwise are 

not considered. This kind of pruning strategy is called 

downward-closure property. Then it scans TDB to 

calculate the support of Ck and continues the same 

procedure to find Ck+1 until no candidates are 

generated. 
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Apriori result for the TDB of Table 1 is visualized in 

Fig 2.  

 

Apriori has inspired many algorithms. However, it 

suffers from the following limitations. 

Limitations of Apriori [4]: 

Apriori generates too many candidates while 

exploring the search space, which can take huge 

storage space and more time processing. 

It scans TDB repeatedly to calculate the 

cumulative support of all itemsets, which is very 

costly. 

Especially when the minsup is low, BFS search 

can be quietly costly in terms of storage space. 

Because, when minsup is low, too many k and k-1 

length possible itemsets are to be maintained in search 

space. In other words we can say that time complexity 

of algorithm is O(m
2
n), when m is the number of 

distinct items and n is the number of transactions [13]. 

4. ECLAT: DEPTH-FIRST SEARCH 

ALGORITHM 

Eclat [38] algorithm improves the performance of 

Apriori by using DFS to avoid keeping too many 

itemsets in search space. It uses vertical database 

representation; list of transactions where each item 

appears is maintained. For example, itemset I, the list 

of transactions where item I is appeared, it is called 

TID list and it is denoted as tid(i). tid list can be 

obtained by scanning the data base that is shown in 

figure. This vertical representation is very helpful to 

reduce number of scans over the database. For ex: 

Support count of {I1, I2} can be calculated from the 

tid(I1) ∩ tid(I2) which is { T4, T8, T9}. For 

calculating the above large itemset support, database 

scan is not required. It is also helpful to calculate the 

sup(X)=|tid(X)|. For the above example, 

sup({I1,I2})=3. Thus, using these properties, Eclat can 

discover all frequent itemsets by limiting the database 

scans to single. 

Limitations of Eclat: 

Though it is faster than Apriori, it is also 

employing candidate generation and test-based 

approach, but is also processing the itemsets which are 

not in database. 

If the minsup is low, it can consume more space 

for TID-list. 

Improvements of Eclat: 

Diffset [39] enhances Eclat algorithm efficiency 

by introducing new structure. Bitvector [18, 39] 

approach is proposed to overcome the memory issue 

of Eclat by encoding TID-lists. 

 

 

 

 

Fig. 2. Apriori demonstration of Table 1. 
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Table 2: Vertical representation-TID set 

 

Item(i) TID(i) 

I1 {T1, T4, T5, T7, T8, T9} 

I2 {T2,T3, T4, T6, T8, T9} 

I3 {T3, T5, T6, T7, T8,T9} 

I4 {T2, T4} 

I5 {T1, T8, T9} 

 

 

 
Fig 3: ECLAT description of Table 1 

5. PATTERN-GROWTH ALGORITHMS 

To address the limitations of apriori, Eclat, 

Pattern-growth algorithms such as FP-growth [12], H-

Mine [23], LCM [34]. The main idea of this approach 

is scanning the database once to find the 1-length 

itemsets, then use compact tree to keep itemsets to 

avoid candidate generation. To reduce number of 

scans, projected database is introduced and employs 

depth-first search for deriving larger itemsets. 

The summary of FIM techniques have been 

presented in table 3 

 

Fig 4: FP Tree structure of Table 1 

 

Algorithm  Type of search  
Database 

representation 

Apriori[1] 

breadth-first  

(candidate 

generation) 

Horizontal 

Apriori - TID[1] 

breadth-first  

(candidate 

generation) 

Vertical  

(TID-lists) 

Eclat [38] 

depth-first  

(candidate 

generation) 

Vertical  

(TID-lists, diffsets) 

FP – Growth [12] 
depth-first  

(pattern-growth) 

Horizontal  

(prefix-tree) 

H – Mine [23] 
depth-first  

(pattern-growth) 

Horizontal  

(hyperlink structure) 

LCM [34] 
depth-first  

(pattern-growth)  

Horizontal  

(with transaction 

merging) 

Table 3: Summary of FIM Approaches 

6. VARIATION OF FIM 

This section discusses some of the limitations of FIM 

then alternative solutions and its methods. 

Generally, the output of FIM that are frequent 

patterns are depends on the database and minsup. It 

may give many itemsets where human may feel 

difficult to analyze.  And also, itemsets may contains 

redundancy which is difficult for decision makers. For 

ex: From the figure 2, it is observed that itemsets 

{I4}:2 and {I2, I4}:2 are frequent, but both of them 

are containing I2. To reduce the redundancy, 

researchers have proposed algorithms to extract 

concise representations. A concise representation is a 

set of frequent itemsets that are similar and summarize 

all the frequent itemsets. Discovering these kinds of 

patterns which can summarizes other helps to reduce 

the search space and faster than frequent itemsets. And 

lossless concise representations those are Maximal and 

Closed frequent itemsets. The concise representations 

of frequent itemsets are listed as follows. 

6.1. Maximal Itemsets [34]:  

Maximal itemsets are the frequent itemsets that do 

not have any supersets. These kinds of itemsets are 

also called as the largest frequent itemsets. It can be 

represented as MI ⊆ L, where MI is the Maximal 

itemsets and L is the set of frequent itemsets. When 

MI are subsets of L, and X is a frequent itemset and all 

its subsets are also frequent. From the above two 

points, it can say that MI reduces the search space. 

Hence extensive research [34] has been carried to 

discover Maximal itemsets. However, MI cannot 

recover their original support.  
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6.2. Closed Itemsets [3, 20, 35,40]:  

Closed itemsets are represented with a set of 

frequent itemsets that do not have supersets with the 

same support. Thus, search space can be reduced by 

discovering closed itemsets, which are lossless and 

concise representation of frequent itemsets. Generally 

closed itemsets are represented with CI and they are 

able to recover the whole frequent itemsets. In other 

words it can be said that CI ⊆ L. Hence, extensive 

research [40] has been carried out by researchers with 

many algorithms and data structures. 

6.3. Generator Itemsets [7, 25, 27]: 

Generator itemsets are the set of frequent itemsets 

that do not have any subsets with the same support, 

that is i.e. GI ={X|XϵL ˄ᴲXϵL} such that Y ⊂ X ˄ 

sup(X) = sup(Y )}. the support of the closed itemsets 

are always same or larger than closed and maximal 

itemsets. Since it is the main reason for moving 

frequent itemsets into closed itemsets, it had driven 

researchers into various algorithms and data 

structures. Similar to other, it is also suffers from an 

opinion that whether the itemsets are interested or not. 

6.4. Constraints on Itemsets: 

To reduce and avoid frequent itemsets that are less 

interesting patterns, constrains are introduced to filter 

such kind of itemsets. General and the naïve approach 

is applying constraints on FIM as post processing. But 

this kind of approaches may suffer from huge space 

and more time. Hence it is important to filter such 

king of itemsets while discovering itemsets. It has 

motivated researches to come with new algorithms 

and data structures. Some of the constraints are listed 

below. 

Occupancy [30]: is a measure that is used to 

identify the itemsets that occupy the large portion of 

transactions. Various measures have been presented 

[4, 8, 26] to assess how itemsets are correlated each 

other. Examples are bond [8], Affinity [36], All-

confidence [19], Coherence and Mean [4,26]. 

In FIM, constraints are categorized into several 

categories [10] such are monotone, anti-monotone, 

succinct [5, 21, 22] and convertible [21]. Anti-

monotone property is widely used in FIM to reduce 

the search space. It is defined as, if X is infrequent 

then all of its supersets are infrequent.  

6.5. Rare Itemsets [17]:  

In real world applications, items are often different 

from each other with different frequency. One should 

not expect that they have the same frequency since 

one may be very common items and other may not be 

common items. Thus, it leads to the discovery of rare 

itemsets, are itemsets that are less likely to appear in 

frequent itemsets than others. Generally finding rare 

itemsets is more difficult than FIM since usually finds 

more rare itemsets. Hence, Researchers have proposed 

various algorithms for deriving rare itemsets [14, 28, 

29]. 

Another important limitation of traditional FIM 

algorithms is the database format. As previously 

explained, FIM assumes that the input database only 

contains binary attributes (items). But in real-life this 

assumption does not always hold. Thus, several 

extensions of FIM have been proposed to handle 

richer database types. Some of the most important 

ones are the following. 

6.6. Weighted itemset mining:  

It is an extension of FIM, where items are 

associated with weights that indicate importance [31, 

32, 37]. The primary task weighted itemset mining is 

to find the itemsets that have a minimum weight. It is 

also extended to mine infrequent weighted itemsets.  

The above approaches in FIM consider item 

frequency rather than their profit. Some items like cars 

may carry less frequency but gives more profit to the 

organizations. It is not possible with the traditional 

FIM approaches. The following approach is proposed 

to address the same. 

6.7. High-utility itemset mining (HUIM)   

HUIM is an extension of FIM and weighted 

itemset mining where weights and purchase quantities 

are considered rather than only weights [17,37]. In 

HUIM, weights could indicate the profit/quality of the 

item and quantity indicates the number of units bought 

for each item. HUIM calculates the utility of 

item/itemset from the product of profit and quantity of 

item in a transaction. It results the itemsets as high if 

their utility is not less than the given minimum utility 

which is given by the user. The goal of HUIM is to 

find all itemsets that have a utility higher than a given 

threshold in a database. A major challenge in HUIM is 

that the utility measure is neither monotone nor anti-

monotone [17].  

Hence, the utility measure cannot be directly used 

to prune the search space. To solve this problem, the 

concept of upper-bound TWU is introduced in Two-

Phase algorithm. The concept of tighter upper-bounds 

on the utility is introduced to prune a larger part of the 

search space, and improve the performance of HUIM 

algorithms [7, 9, 11, 37 and 41]. One of the fastest 

HUIM algorithms is EFIM [14]. Various extensions of 

the HUIM are proposed to find shelf-time periods of 

items [FV-15], discount strategies [15], and also to 

discover the top-k most profitable itemsets [6, 33]. 

7. RESEARCH OPPORTUNITIES 

Although, FIM and its related mining techniques 

are so popular more than 20 years,still attracted 
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bymany applications to continue research. This section 

classifies research opportunities in the data mining 

field.  

 Novel applications. Pattern mining algorithms are 

quite general, they can be applied in a multitude 

of domains. Some of the domains are, social 

network analysis, the Internet of Things, sensor 

networks. The easiest way is to carry research is 

apply existing pattern mining algorithms in new 

ways in terms of application domains.  

 Enhancing the performance of pattern mining 

algorithms. Some of the pattern mining 

algorithms are quite time consuming on dense 

databases and efficient on sparse databases. 

Others are good in sparse and time consuming in 

dense databases. Hence, a lot of research is 

carried on developing more efficient algorithms. 

This is an important problem especially for new 

extensions ofthe pattern mining problem such as 

uncertain itemset mining or high-utility 

itemsetmining, which have been less explored. 

Many opportunities also in distributed,GPU, 

multi-core or parallel algorithm development to 

increase speed and scalability ofthe algorithms. 

 Extending pattern mining to consider more 

complex data. Another research opportunity is to 

develop pattern mining algorithms on complex 

data. Researchers have focused on mining spatial 

patterns [24].  

 

Also, another research opportunity is to work on novel 

interesting measures that can give more interesting 

and useful patterns. 

8. CONCLUSION 

Frequent Itemset Mining is an active filed in data 

mining. This paper has presented the problem 

statement of Frequent Itemset Mining, several 

techniques are discussed for exploring itemsets, and 

extensions are also discussed to improve the 

performance of FIM. Also, this paper has discussed, 

several extensions to the FIM to overcome limitations 

and to meet application need. This paper also 

discussed the various research opportunities in the 

area of data mining. 
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